Memory expansion
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4.1. Types of memories, definitions...

4.2. Dynamic RAM (DRAM): cell, logic diagram, structure,
logical organization, R/W timing, timing parameters, types.

4.3. Synchronous DRAM (SDRAM):Bandwidth, access time, R/W
burst, commands, EMC signals, EMC registers, EMC connection
examples.

4.4. DUAL-PORT Memory: block diagram, cell, arbitration,
timing diagram, EMC connection examples.

4.5. FIFO Memory: block diagram, expansion, EMC connection
examples
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4.1. Semiconductor Memories

Memory Arrays

Random Access Memory

Read/Write Memory
(RAM)
(Volatile)

| |

Static RAM Dynamic RAM
(SRAM) (DRAM)

(ROM)
(Nonvolatil

Read Only Memory

Serial Access Memory

Content Addressable Memory
(CAM)

Shift Registers

e) |

| |
Serial In

Parallel Out
(SIPO)

Parallel In
Serial Out
(PISO)

| |

First In Last In
First Out First Out
(FIFO) (LIFO)

| |

Mask ROM Erasable

Programmable
ROM

(PROM) ROM

(EPROM)

Programmable

|

Electrically
Erasable
Programmable
ROM
(EEPROM)

|

Flash ROM
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4.1. Definitions

[0 Memory Interfaces for Accessing Data

B Asynchronous (unclocked): A change in the address
results in data appearing

B Synchronous (clocked): A change in address, followed by
an edge on CLK results in data appearing or write operation
occurring.

[0 A common arrangement is to have synchronous
write operations and asynchronous read operations.
[0 Volatile:
B Looses its state when the power goes off.

[0 Nonvolatile:
B Retains it state when power goes off.
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4.1. Static RAM (SRAM)

[0 Six transistors in cross connected fashion
B Provides regular AND inverted outputs
B Implemented in CMOS process

WL

® .

Single Port 6-T SRAM Cell
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4.2. DRAM: Dynamic RAM

[0 SRAM cells exhibit high speed/poor density

[0 DRAM: simple transistor/capacitor pairs in high
density form

Word Line

Bit Line

: ; Sense Amp
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%e: 4.2. DRAM: Logic Diagram

/RASJ J/CAS /WEJ J/OE

/ 256K x 8
A 9 DRAM

0 Control Signals (/RAS, /CAS, /WE, /OE) are all active low

0 Din and Dout are combined (D):
B /WE is asserted (Low), /OE is disasserted (High)
O D serves as the data input pin
B /WE is disasserted (High), /OE is asserted (Low)
[ D is the data output pin

[0 Row and column addresses share the same pins (A)
B /RAS goes low: Pins A are latched in as row address

m /CAS goes low: Pins A are latched in as column address
B RAS/CAS edge-sensitive
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4.2. Structure of Memory Chip

bit (data) lines

/

~DPooO0OMmMAa SO0

K

RAM Cell

Each intersection represents
— a 1-T DRAM Cell

Array

_ word (row) select

Column Selector &
/O Circuits

<—— Column

|

Address

[0 Row and Column Address
together: Select 1 bit a time
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4.2. DRAM: Structure of Memory Chip

Address
Bus

I Column Address Latch

Column Address Decoder

Sense and Refresh
Amplifiers
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Columa Address Latch

O
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a(C 4.2. DRAM Logical Organization (4Mbit)

4 Mbit = 22 address bits Column Decoder
11 row address bits
11 col address bits

Sense Amps & I/0

111 Memory Array .=
e (2,048 x 2,048}

RS
-
a
=
S
5
'a

AO..A10
I

~ Storac
Word Line Cell

Address Buffer

PMOOOmMU S0Owm

[0 Square root of bits per RAS/CAS
B Row selects 1 row of 2048 bits from 2048 rows

B Col selects 1 bit out of 2048 bits in such a row
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= 4.2. DRAM Logical Organization (64Kx1)

64K x 1

DRAM row 256 x 256
decoder array

row address

column address
A0-A7 /
RAS L

CAS L control : column latches,

> multiplexer, and demultiplexer
WE_L
J l
latch, mux, and
demux control

DOUT DIN
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% 4.2. DRAM Read Timing (I)

Clock T2
Address Row >< Column
Address Address
RAS \

CAS

Output
enable

Read/
Write

Data i ]

65 ns >
Read cycle
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% 4.2. DRAM Read Timing (II)

O Every DRAM access begins at: RASl lCAS WEJ JOE
B Assertion of the RAS
B 2 ways to read: early or late v. CAS A9 256K x 8

DRAM

:4— DRAM Read Cycle Time —»:

/

A—)E(A'

ve

o
m

High Z X Data Out High Z

: Read Access | I Output Enable

[ Time — 1 i Delay
e

Early ReadICycle: OE asserted before CAS Late Read Cycle: OF asserted after CAS
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4.2. DRAM Early Read Sequencing

[0 Assert Row Address
[0 Assert /RAS

B Commence read cycle
B Meet Row Addr setup time before RAS/hold time after RAS

[ Assert /OE
[0 Assert Col Address

[ Assert /CAS
B Meet Col Addr setup time before CAS/hold time after CAS

[0 Valid Data Out after access time
[1 Disassert OE, CAS, RAS to end cycle
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4.2. DRAM Late Read Sequencing

] Assert Row Address

[0 Assert /RAS

B Commence read cycle
B Meet Row Addr setup time before RAS/hold time after RAS

[0 Assert Col Address

[ Assert /CAS
B Meet Col Addr setup time before CAS/hold time after CAS

[ Assert /OE
1 Valid Data Out after access time
[1 Disassert OE, CAS, RAS to end cycle
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% 4.2. DRAM Write Timing

/RAS J J/CAS /WEJ J/OE

0 Every DRAM access begins at:
B The assertion of the RAS L

B 2 ways to write: early or late v. CAS _A 94 R Zgili\RS

[ DRAM WR Cycle Time ——

/A

|
1
|
| l
Row 4ddressx ¢ \ddress X Tunk

|
ddress cll Address X Tunk

O] = e

! ,

I |

| :

! |

| I i
| I | : I [

X Data In x Junk 1 ﬂam In x :Junk
| | | : | I_|

|
—1_ WR Access Time  l+— I WR Access Time ! |
| |

I:
Early Wr Cycle: WE asserted before CAS Late Wr Cycle: WE asserted after CAS
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4.2. DRAM: Fast Page Mode Operation

Column
Regular DRAM QOrganization: Address N cols
B N rows x N column x M-bit.
B Read & Write M-bit at a time.

B Each M-bit access requires
a RAS / CAS cycle.

Fast Page Mode DRAM
B N x M"“SRAM” to save a row.

After a row is read into the

register: _L
B Only CAS is needed to access other
M-bit blocks on that row.

B RAS remains asserted while CAS is
toggled.

l /I M bits
M-bit Output

1st M-bit Access 2nd M-bit 3rd M-bit 4th M-bit

RAS %
|
CAS :

-
—

\—2 ? ?

—_ I
XRowAddressX Col Address X Col Address Col Address Col Address X
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4.2. DRAM Timing Parameters

trac: Minimum time from RAS line falling to the valid
data output.

B Quoted as the speed of a DRAM when buy.

B A typical 4Mb DRAM tz,c = 60 ns.

B Speed of DRAM since on purchase sheet?

trc: Mminimum time from the start of one row access

to the start of the next.
B t;. =110 ns for a 4Mbit DRAM with a tgz,- of 60 ns

tcac: minimum time from CAS line falling to valid
data output.
B 15 ns for a 4Mbit DRAM with a tgy,c of 60 ns.

tpc: minimum time from the start of one column
access to the start of the next.
B 35 ns for a 4Mbit DRAM with a tgz,- of 60 ns.
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4.2. DRAM Types

EDO - Extended Data Out (similar to fast-page mode)

RAS cycle fetched rows of data from cell array blocks (long access time,
around 100ns)

Subsequent CAS cycles quickly access data from row buffers if within an
address page (page is around 256 Bytes)

SDRAM - Synchronous DRAM

Clocked interface.

Uses dual banks internally. Start access in one bank then next, then
receive data from first then second.

DDR - Double Data Rate SDRAM

Uses both rising (positive edge) and falling (negative) edge of clock for
data transfer. (typical 100MHz clock with 200 MHz transfer).

RDRAM - Rambus DRAM

Entire data blocks are access and transferred out on a high-speed bus-like
interface (500 MB/s, 1.6 GB/s).

Tricky system level design. More expensive memory chips.
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4.3. Synchronous DRAM

Transfers to and from the DRAM are synchronize with a Clock.

Synchronous registers appear on:

B Address input

B Data input

B Data output

Column address counter

B For addressing internal data to be transferred on each clock cycle
beginning with the column address counts up to:
column address + burst size - 1

Example: Memory data path width: 1 word = 4 bytes
Burst size: 8 words = 32 bytes
Memory clock frequency: 5 ns

Latency time (from application of row address until first word available):
4 clock cycles

Read cycle time: (4 + 8) x5 ns = 60 ns
Memory Bandwidth: 32/(60 x 10?) = 533 Mbytes/sec
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4.3. Main Memory Performance

¢ Cycle Time
‘Access Time |

DRAM Cycle Time >> DRAM Access Time.

DRAM (Read/Write) Cycle Time :

B How frequent can you initiate an access?

B Analogy: A little kid can only ask his father for money on Saturday.
DRAM (Read/Write) Access Time:

B How quickly will you get what you want once you initiate an access?
B Analogy: As soon as he asks, his father will give him the money.

DRAM Bandwidth Limitation analogy:

B What happens if he runs out of money on Wednesday?
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4.3. Main Memory Organizations

CPU

%

LT _TT TI TI T

Cache

‘ 

Bus

\&/

Memory || Memory

Memory bank 2 bank 3

Wide memory organization interleaved
memory organization

One-word wide
memory organization DRAM access time >> bus transfer time
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e 4.3. Increasing Bandwidth: Interleaving

Access Pattern without Interleaving:

CPU Memory

‘ 1 D1 available
Start Access for D1 Start Access for D2

Access Pattern with 4-way Interleaving:

I
I
I
‘ I I
Access Bank 1 ‘ |
Access Bank 2 ‘

Access Bank 3
We can Access Bank 0 again

Access Bank 0—_,
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4.3. Increasing Bandwidth: Interleaving

Dispatch
(based on
2 LSBs of
address)

Addresses that
are 0 mod 4

Addresses that
are 1 mod 4

Addresses that
are 2 mod 4

Addresses that
are 3 mod 4

Return
data

Module accessed

0

>

Bus cycle

4+—>

Me mory cycle

Interleaved memory is more flexible than wide-access memory in
that it can handle multiple independent accesses at once.
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e 4.3. Memory Access Time Example

[0 Assume that it takes 1 cycle to send the address, 15 cycles for
each DRAM access and 1 cycle to send a word of data:

Assuming a cache block of 4 words and one-word wide DRAM, miss
penalty = 1 + 4x15 + 4x1 = 65 cycles.

With main memory and bus width of 2 words, miss penalty = 1 + 2x15
+ 2x1 = 33 cycles. For 4-word wide memory, miss penalty is 17
cycles. Expensive due to wide bus and control circuits.

With interleaved memory of 4 memory banks and same bus width, the
miss penalty = 1 + 1x15 + 4x1 = 20 cycles. The memory controller must
supply consecutive addresses to different memory banks. Interleaving is
universally adapted in high-performance computers.
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% 4.3. SDRAM: MT48LC8M16A2 128Mb: x4, x8, x16

FUNCTIONAL BLOCK DIAGRAM
8 Meg x 16 SDRAM

CONTROL
LOGIC

COMMAND
DECODE

12
MODE REGISTER COUNTER [~ ROW- BANKD

_ ADDRESS ROW- BANKD
MUX ADDRESS MEMORY
12? [ LaTcH | 4098 ARRAY

& (4,096 x 512 x 16)
DECODER

SENSE AMPLIFIERS DATA
QuUTPUT
4 REGISTER

1D GATING
DOM MASK LOGIC

READ DATA LATCH
As-A11, —N 72 | ADDRESS — WRITE DRIVERS

BAD, BA1 —A REGISTER DATA
. INPUT

=
> 512 REGISTER
(18]
-
COLUMN
% DECODER
COLUMN-

ADDRESS

COUNTER/
LATCH
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%  4.3. SDRAM: MT48LC8M32B2 (2Mx32x4)

CONTROL
LOGIC

COMMAND
DECODE

REFRESH

MODE REGISTER COUNTER ROW- BANK 0

ADDRESS ROW- BANK 0
'ZF MUX ADDRESS MEMORY
LATCH ARRAY

& (4,096 x 256 x 32)
DECODER

SENSE AMPLIFIERS DATA
OUTPUT
8,102 REGISTER

I/C GATING
DQM MASK LOGIC
BANK READ DATA LATCH
ADDRESS CONTROL ————— WRITE DRIVERS

REGISTER LOGIC DATA
= [ INPUT
» ] 256 REGISTER
p|%32)

.
»

COLUMN
% DECODER
COLUMN-

ADDRESS
COUNTER/
LATCH

Departamento de Electréonica- UAH



Clectronica

%

O

4.3. SDRAM: MT48LC8M32B2 Detalils

Multiple "banks” of cell arrays are used to reduce access time:

B Each bank is 4K rows by 512 “columns” by 16 bits (for our part)
Read and Write operations as split into RAS (row access) followed by
CAS (column access).

These operations are controlled by sending commands.
B Commands are sent using the RAS, CAS, CS, & WE pins.

Address pins are “time multiplexed”
B During RAS operation, address lines select the bank and row
B During CAS operation, address lines select the column.

“ACTIVE” command “opens” a row for operation.

B transfers the contents of the entire to a row buffer
Subsequent “"READ” or "WRITE” commands modify the contents of the
row buffer.

For burst reads and writes during "READ” or "WRITE" the starting
address of the block is supplied.

m Burst length is programmable as 1, 2, 4, 8 or a “full page” (entire row) with a burst
terminate option.

Special commands are used for initialization (burst options, etc.)
A burst operation takes » 4 + n cycles (for n words)
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4.3. SDRAM Read Burst (Auto-Precharge)
(CAS Latency=2; Burst Length=4)

T0 T2 T3

R P e B ]

ks | kM | |

Ty Ty |y |
‘(.hfi CMH
COMMAND & ACTIVE W NOP W READ >@< NOP @( NOP W NOP @( NOP xz( NOP @( ACTIVE )m
?

_
tcms | temmu

W 70 | AT\ 00\ L T

DQML, DQMH

M40, A1 cowmne?X T A T K v X

ENABLE AUTO PRECHARGE

N A A ) Sy
S A S A

taC tAC TAC
TAC tOH tOH 1OH

tOH
| p—
Dourm Dorme+1 Dourm+2 Dovim+3
12
— HZ
-

tRp

| CAS Latency : -

250 o
>
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*©  4.3. SDRAM Write Burst (Auto Precharge)

AAAAAAAAAA

COMMAND% ACTIVE %( (Te]3 >@< WRITE >@< MR >@;< Mop }@( Mop W WGP WP >@< (1113 >@<AGWE W
ocuat s LTI A\ A0 | A0 | AT

tas| taH

ACAS, 411 ékﬁﬁw S i ST S

s ENAELE AUTO PRECHARGE

Ao y(ﬁow %// N S Y
B0, BT %—MK W S v S
bH s | oM s | o fos| 'od
0o /////// tR ﬁk Dw m D|Nm+'lj@k DIN m + 2 DN m +3W/////////////////////////////é/////////////////////////ﬁ
D L R ol P .

Ras ] |
e
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> 4.3. SDRAM: Commands (64Mbit,

Control Signals
Sampled
Synchronously '

LOGIC

Register

COMMAND
DECODE

Function

COMMAND INHIBIT
NOP

T
>
>
>

REFRESH
MODE REGISTER COUNTER

‘fuﬁ

.
s
et
o

LOAD MODE REGISTER
AUTO/SELF REFRESH
PRECHARGE

ACTIVE (SEL BANK/ROW)
WRITE

READ

BURST TERMINATE

(A A A A e
meiiy« oI« B o N A A
T PP @D TP
(i« B o B - A =

Al-AT11, ADDRESS
3A0, BAT REGISTER
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:'le  4.3. SDRAM: Load Mode Register Command (I)

[0 Address used as Operation Code
A2:A0 — Burst Length
A3 — Burst Type {Sequential, Interleaved}
A6:A4 — CAS Latency

A8:A7 — Operation Mode

A9 — Write Burst Mode

Al1:A10 — Reserved

Burst Length

BURST LENGTH
M3=0 M3=1

1 1

2 2

4 4

8 8
RESERVED RESERVED
RESERVED RESERVED
RESERVED RESERVED
FULL PAGE RESERVED
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e ~ 4.3. SDRAM: Load Mode Register Command (II)

[0 CAS Latency

A6 A5 A4 CAS LATENCY
0O 0 O RESERVED
RESERVED
2
3
RESERVED
RESERVED
RESERVED
RESERVED

0 Op Mode

A8 A7 Operation Mode

Standard Operation
RESERVED
RESERVED
RESERVED
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4.3. LPC178x: Using the EMC with SDRAM

Dynamic chip selects each support up to 256 MB of data.

Dynamic memory interface support including Single Data Rate
SDRAM.

Low transaction latency.
16-bit and 32-bit wide chip select SDRAM memory support.
Four chip selects for synchronous memory devices.

Power-saving modes dynamically control CKE and CLKOUT to
SDRAMs.

Dynamic memory self-refresh mode controlled by software.

Controller supports 2 kbit, 4 kbit, and 8 kbit row address
synchronous memory parts.

B That is typical 512 Mbit, 256 Mbit, and 128 Mbit parts, with 4, 8, 16, or 32
data bits per device.

Separate reset domains allow the for auto-refresh through a
chip reset if desired.

Programmable delay elements allow fine-tuning EMC timing.
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4.3. LPC178x: SDRAM signals of EMC

| emc_clk

programmable

delay

)
EMCDLYCTL[4.0]

Memaory controller
state machine

EMCCLK
EMCCLKDELAY

FBCLKIN

-] EMC_DYCS3.0

EMC_CAS

Pad Interface

EMC_RAS

1
H—[] EMC_CKE3:0

1 EMC DL‘f’ETL [28:24]

programmable
delay

EMEDLW’ETL [20:16]

programmable
delay

MEDLYETL [1Z

—

programmable

— EMC_CLKOUT1

-—[] EMC_DQM3:0

dynamic
7~ Memory
signals

-] EMC_CLKOUTO

Chip select pin
EMC_DYCSO0

Address range
0xA000 0000 - OxAFFF FFFF

Memory type Size of range
Dynamic 256 MB

EMC_DYCS1

0xBO0O 0000 - OxBFFF FFFF

Dynamic 256 MB

EMC_DYCS2

0xCO000 0000 - OxCFFF FFFF

Dynamic 256 MB

EMC_DYCS3

0xD000 0000 - OxDFFF FFFF

Dynamic 256 MB
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4.3. LPC18xx: SDRAM signals of EMC

REGISTER
INTERFACE

AHB SLAVE
MEMORY
INTERFACE

EMC_CCLK

MEMORY

CONTROLLER
STATE

» EMC_DYCS[3:0]

» EMC_CAS

MACHINE

» EMC_RAS

» EMC_DQMOUT[3:0]

» EMC_CKEOUT[3:0]

CLKOUT

programmable

delay

.*
EMCDELAYCLK

» EMC_CLK[3:0]

Chip select pin

Address range

Memory type

Size of range

EMC_DYCSO

EMC_DYCS1

EMC_DYCS2

EMC_DYCS3

0x2800 0000 - 0x2FFF FFFF
0x3000 0000 - Ox3FFF FFFF
0x6000 0000 - Ox6FFF FFFF
0x 7000 0000 - Ox7FFF FFFF

Dynamic
Dynamic
Dynamic
Dynamic

128 MB
256 MB
256 MB
256 MB
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% 4.3. EMC signals in LPC178x

Clectronica

[0 For the clock delayed operating mode, separate programmable
delays are provided for each potential clock output, CLKOUTO
and CLKOUT1.

B For the command delayed operating mode, a programmable delay is
provided to control delay of all command outputs.

B For both operating modes, a programmable delay is provided to control the
time at which input data from SDRAM memory is sampled.

For 32 bit wide chip selects data is transferred to and from
dynamic memory in SDRAM bursts of four.

For 16 bit wide chip selects SDRAM bursts of eight are used.
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e 4.3. EMC: SDRAM Registers (I)

Register Name Address |Description
offset

CONTROL 0x000 Controls operation of the memory controller.
STATUS Ox004 Provides EMC status information.

CONFIG 0x008 Configures operation of the memory controller
DYNAMICCONTROL 0x020 Controls dynamic memaory operation.
DYNAMICREFRESH 0x024 Configures dynamic memory refresh.
DYNAMICREADCONFIG 0x028 Configures dynamic memory read strategy.
DYNAMICRP 0x030 Precharge command period.

DYNAMICRAS 0x034 Active to precharge command period.
DYNAMICSREX 0x038 Self-refresh exit time.

DYNAMICAPR 0x03C Last-data-out to active command time.
DYNAMICDAL O0x040 Data-in to active command time.
DYNAMICWR Ox044 Write recovery time.

DYNAMICRC 0x048 Selects the active to active command period.
DYNAMICRFC 0x04C Selects the auto-refresh period.
DYNAMICXSR 0x050 Time for exit self-refresh to active command.
DYNAMICRRD 0x054 Latency for active bank A to active bank B.

DYNAMICMRD 0x058 Time for load mode register to active
command.
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% | 4.3. EMC: SDRAM Registers (II)

Register Name Address |Description
offset

STATICEXTENDEDWAIT 0080 Time for long static memory read and write
transfers.

DYNAMICCONFIGOD 0x100 Configuration information for EMC_DYCSO0.
DYNAMICRASCASOD 0x104 RAS and CAS latencies for EMC_DYCSO0.
DYNAMICCONFIG1 0x120 Configuration information for EMC_DYCS1.
DYNAMICRASCAS1 0x124 RAS and CAS latencies for EMC_DYCSH1.
DYNAMICCONFIG2 0x140 Configuration information for EMC_DYCS2.
DYNAMICRASCAS2 Ox144 RAS and CAS latencies for EMC_DYCS2.
DYNAMICCONFIG3 0x160 Configuration information for EMC_DYCS3.
DYNAMICRASCAS3 0x164 RAS and CAS latencies for EMC_DYCS3.
STATICCONFIGO 0x200 Configuration for EMC_CS0.
STATICWAITWENOD 0x204 Delay from EMC_CS0 to write enable.

STATICWAITOENOD 0x208 Delay from EMC_CS0 or address change,
whichever is later, to output enable.

STATICWAITRDO 0x20C Delay from EMC_CS0 to a read access.
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4.3. EMC: SDRAM Mode register

AAAAAAAAAA

A11 A10 A9 A8 A7 A6 A5 A4 A3 A2 A1 AD - Address bus

‘Resewed‘WB‘ OpMode CcL ‘ BT ‘ BL ‘ - Mode register
[0 The mode register is loaded by Blrsuength
first sending the “Set Mode” PR
Command to the SDRAM using 0 1 0 :
the DYNAMICCONTROL register’s i § E Egggxgg Egggxgg
SDRAM. 1 1 1 FulPage Resenved
O Initialization bits to send a MODE e
command, and then reading the 8 Sequencta
SDRAM at an address that is CAS Latency
partially formed from the new o 0 0 Reser
mode register value. 0 10 3
0 The actual value loaded into the 10 1 Resaned
mode register is taken by the B e
SDRAM from the address lines of e M MeMO  Mode
the EMC while they are sending OO Demned e
the row address during the read. s st o
1 Single location accoes 120515
41
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4.3. EMC: SDRAM Mode register (example)

A single 8M by 16-bit external SDRAM chip in Row, Bank,
Column mode on CSO.

CAS latency of 2.

Information needed:

[0 Base address for Dynamic Chip Select 0, found in Table 3. For
this device, the address is OXA000 0000.

[0 Mode register value, based on information from both the SDRAM
data sheet, as in Figure 16, and the EMC.

Since the EMC uses bursts of 8 for a 16-bit external memory, we
need to load the mode register with a burst length of 8 (8 x 16 bits
memory width = 128 bits). In this example, the value will be 0x23.

0 Bank bits and column bits, look up in Table 133. In this example,
it is 4 banks and 9 column bits.

[0 Bus width, defined in this example to be 16 bits.
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4.3. EMC: SDRAM Mode register (example sol.)

O Procedure:

[0 Determine the shift value OFFSET to shift the mode register
content by. This shift value depends on the SDRAM device
organization and it is calculated as:

O OFFSET = number of columns + total bus width + bank select bits
(RBC mode).
O OFFSET = number of columns + total bus width (BRC mode).

Select the SDRAM memory mapped address DYCSX.

The SDRAM read address is:
ADDRESS = DYCSX + (MODE << OFFSET).

[0 The Mode register value calculation is:
Base address + (mode register value << (bank bits + column
bits + bus width/16).
The shift operation aligns the mode register value with the row
address bits.

In this example: 0xA000 0000 + (0x23 << (2+9+ 1)) =
OxA000 0000 + 0x23000 = 0xA002 3000
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4.3. EMC: DM Configurations registers

Symbol

Value

Description

Reset Value

Reserved. Read value is undefined, only zero should be written.

NA

MD

Memory device.

SDRAM (POR reset value).

Low-power SDRAM.

Reserved.

Reserved.

0

Reserved. Read value is undefined, only zero should be written.

See Table 133. 000000 = reset value.l1l

Reserved. Read value is undefined, only zero should be written.

See Table 133. 0 = reset value.

Reserved. Read value is undefined, only zero should be written.

Buffer enable.

Buffer disabled for accesses to this chip select (POR reset value).

Buffer enabled for accesses to this chip select.l2]

Write protect.

Writes not protected (POR reset value).

Writes protected.

Reserved. Read value is undefined, only zero should be written.

NA

The SDRAM column and row width and number of banks are computed automatically from the address

mapping.

The buffers must be disabled during SDRAM initialization. The buffers must be enabled during normal

operation.
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4.3. EMC: DM Address Mapping

A chip select can be connected to a single memory device, in
this case the chip select data bus width is the same as the
device width.

Alternatively the chip select can be connected to a number of
external devices. In this case the chip select data bus width is
the sum of the memory device data bus widths.

For example, for a chip select connected to:

B a 32 bit wide memory device, choose a 32 bit wide address mapping.

B a 16 bit wide memory device, choose a 16 bit wide address mapping.

m four x 8 bit wide memory devices, choose a 32 bit wide address mapping.
B two x 8 bit wide memory devices, choose a 16 bit wide address mapping.

The SDRAM bank select pins BA1 and BAO are connected to
address lines A14 and Al13, respectively..
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?e : 4.3. EMC: DM RAS/CAS Delay latency registers

Description Reset Value

RAS latency (active to read/write delay). 11

Reserved.

One EMCCLK cycle.

Two EMCCLK cycles.

Three EMCCLK cycles (POR reset value).

Reserved, user software should not write ones to reserved bits. The
value read from a reserved bit is not defined.

CAS latency.

Reserved.

One EMCCLK cycle.

Two EMCCLK cycles.

Three EMCCLK cycles (POR reset value).

Reserved, user software should not write ones to reserved bits. The
value read from a reserved bit is not defined.
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?'e; 4.3. EMC: DM Refresh Timer register

Table 118. Dynamic Memory Refresh Timer register (DYNAMICREFRESH - address
0x2009 C024) bit description

Bit Symbol Description

10:0 | REFRESH |Refresh timer.
Indicates the multiple of 16 EMCCLKs between SDRAM refresh

cycles.

0x0 = Refresh disabled (POR reset value).

0x1 - Ox7FF = n x16 = 16n EMCCLKs between SDRAM refresh
cycles.

For example:

0x1=1x 16 = 16 EMCCLKs between SDRAM refresh cycles.
0x8 = 8 x 16 = 128 EMCCLKs between SDRAM refresh cycles

Reserved, user software should not write ones to reserved bits. The
value read from a reserved bit is not defined.

For example, for the refresh period of 16 ps, and a EMCCLK frequency of 50 MHz, the
following value must be programmed into this register:

(16 x 10-6 x 50 x 106) / 16 = 50 or 0x32
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Vi 4.3. SDRAM functions support for Micron
o8 MT48LC8M32LFB5 (Keil)

sdram_mt48ic8m32Ifb5.c

/**********************************************************************

* @brief Initialize external SDRAM memory Micron MT48LC8M32LFB5

* 256Mbit (8M x 32)

* @param[in] None

* @return None

**********************************************************************/

void SDRAMInit( void )

{
uint32_t i, dwtemp;
TIM_TIMERCFG_Type TIM_ConfigStruct;
/* Initialize EMC */
EMC_Init();
TIM_ConfigStruct.PrescaleOption = TIM_ PRESCALE USVAL;
TIM_ConfigStruct.PrescaleValue
// Set configuration for Tim_config and Tlm MatchConﬂg
TIM_Init(LPC_TIMO, TIM_TIMER_MODE,&TIM_ConfigStruct);
//Configure memory layout, but MUST DISABLE BUFFERs during configuration
LPC_EMC->DynamicConfigd = ; /* 256MB, 8Mx32, 4 banks, row=12, column=9 */
/*Configure timing for Micron SDRAM MT48LC8M32LFB5-8 */
//Timing for 48MHz Bus
LPC_EMC->DynamicRasCas0
LPC_EMC->DynamicReadConfig
LPC_EMC->DynamicRP
LPC_EMC->DynamicRAS
LPC_EMC->DynamicSREX
LPC_EMC->DynamicAPR
LPC_EMC->DynamicDAL
LPC_EMC->DynamicWR
LPC_EMC->DynamicRC
LPC_EMC->DynamicRFC
LPC_EMC->DynamicXSR
LPC_EMC->DynamicRRD
LPC_EMC->DynamicMRD

; /* 1 RAS, 2 CAS latency */

; /* Command delayed strategy, using EMCCLKDELAY */
;/*¥(n+1)->1clock cycles */
;/*¥(n+1)->3clock cycles */
;/*¥(n+1)->4clock cycles */
;/*¥(n+1)->2clock cycles */
;/* (n)->2clock cycles */
;/*¥(n+1)->2clock cycles */
;/*¥(n+1)->4clock cycles */
;/*¥(n+1)->4clock cycles */
;/*¥(n+1)->4clock cycles */
;/*¥(n+1)->1clock cycles */
;/*¥(n+1)->1clock cycles */
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e;_", 4.3. SDRAM functions support for Micron
e MT48LC8M32LFB5 (Keil)

TIM_Waitms(100); /* wait 100ms */
LPC_EMC->DynamicControl = 0x00000183; /* Issue NOP command */
TIM_Waitms(200); /* wait 200ms */
LPC_EMC->DynamicControl = 0x00000103; /* Issue PALL command */
LPC_EMC->DynamicRefresh = 0x00000002; /* (n * 16 ) -> 32 clock cycles */

for(i = 0; i < Ox80; i++); /* wait 128 AHB clock cycles */

//Timing for 48MHz Bus
LPC_EMC->DynamicRefresh 0x0000002E; /* (n * 16 ) -> 736 clock cycles -> 15.330uS
at 48MHz <= 15.625uS ( 64ms / 4096 row ) */

LPC_EMC->DynamicControl = 0x00000083; /* Issue MODE command */

//Timing for 48/60/72MHZ Bus

dwtemp = *((volatile uint32_t *)(SDRAM_BASE_ADDR | (0x22<<(2+2+4+9)))); /* 4 burst, 2 CAS latency */
LPC_EMC->DynamicControl = 0x00000000; /* Issue NORMAL command */

//[relenable buffers
LPC_EMC->DynamicConfigdD = 0x00084480; /* 256MB, 8Mx32, 4 banks, row=12, column=9 */

sdram_mt48Ic8m32Ifb5.h

/* Peripheral group
/** @defgroup Sdram_MT48LC8M32FLB5 Sdram MT48LC8M32FLB5

#ifndef _ SDRAM_MT48LC8M32LFB5_H

#define _ SDRAM_MT48LC8M32LFB5_H

#define SDRAM_BASE_ADDR 0xA0000000
#define SDRAM_SIZE 0x10000000
#if (_CURR_USING_BRD != _IAR_OLIMEX_BOARD)
extern void SDRAMInit( void );

#endif

#endif //__SDRAM_MT48LC8M32LFB5_H
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% 4.3. EMC: SDRAM connection example

Alcald

;
BANKA :
BANK2 :
BAMNE1 ! IC10
BANKO .
7Y : sl ol m
/ | A2 27| Al Dol P51y
4 . AL 2T {4 DQ2 2————
A% ' N__A3 60 A3 DO3 7 D3 /1
Y Iy : Ad_6l E__Di___/]
REFRESH [73 562 | M D4 ——"h3
COUNTER - AS 62 | . DOs L
AV row- 12 BAMKD ! A6 63 A6 DO6 11 D6 /
ADDRESS ROW- BANKD : N\ AT 64 | pQ7 L3 D7
MUK ADORESS o) MEMORY ! AS 65 | A7 bos | 74Dt
iF] M LATCH ARRAY Hrt— DOMO- [\_A9_ 66 | o DQo | D9
& 4,096 ¥ 256 x 32 a DON3
v oo [ 7| comrsisan || sy ot e
i T bl [ DA
| > NC(A12)  DQI2 S22
SENSE AMPLIFIERS [~ DATA L sdd ] NC DQ13 L el g
L= = RECISTER oRp a3 NC DQI4 (——prs
d B s DQIS 35716
; NC DQI6 -1 DI&
o B RS
2 140 GATING MWE 17 DQI8 —+—Tp1
S DOM MASK LOGIE Ri0 A5 s WEH DQI9 750
BANK READ DATA LATCH or =AS I8 Cask DQ20 |- DX,
_______________________ CONTROL [ WRITE DRIVERS yes BAS B Rasi Q21 (—D
3 LOGIC - . 4 CS# DQ22 W
L L = I8 D023 L,
= w2l 3B
N CKED 57 | BAl DQ25 3
CLK0 68 | CKE DQ26 —5—p57 A
COLUMN SoMT ] LK Q27 (2
DECODER DoMT——71] DQMo DQ28 55
COLUMN- DOM2 38 ] DQMI D2~ 55— A
ADDRESS 8 DOM3 59 ] DQM2 D30 ——5
COUNTER! = DOM3 DQ31
LATCH Css T 44
or VDD vss 2
o [TTC6 15| Vo ves [
P oo Vs R
100n
z [Cal 5 YDDQ vssQ
3111 Toont3s ] YPDQ VSSQ 35
% Cs3 141 | YPDQ VSSQ 55
VDDQ VSSQ
1000149 T3
35 155 | YbDQ VS5Q =5
g AT T e VS50
g [Cs7 181 | vYDDQ VS5Q
-
. - : o VDDQ vssQ 4
K6I| MCB].SOO Boal‘d ud > = MTASLCANBIBIP6:G =
5 B GND GND
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4.4. Multi-Ports Memories

Bank-Switchable™

Dual-Ports
Dual-Ports

FourPort™

* Async

e Sync

SARAM™
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4.4. Dual-Port: Block Diagram

CPU
OR

I/O
DEVICE

"L'I!

T

U

1

/O

ADDRESS

BUSY,

| DUAL/PORT |

RAM
MEMORY
CELLS

ADDRESS

INTERRUPT,
SEMAPHORE

CPU
OR

I/O
DEVICE

"R"

BUSY,

INTERRUPT,
SEMAPHORE
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L SELECT:

4.4. Dual-Port: RAM cell

L SIDE WRITE DRIVERS

WR

R 5IDE WRITE DRIVEES

1

(DECODED
ADDRESS)

L WRITE

w
=
e
=)
=
=T
]

WER
1

RAM CELL LATCH

L SIDE READ DRIVERS

R SIDE READ DRIVERS

R DATA BIT LINE

R SELECT
(DECODED
ADDRESS)

R WRITE
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4.4. Dual-Port: Access Ports

REZ

< MEMORY i

- N » Read/ \Write
Write * Read /I Write

ReadyWWirite |
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4.4. Dual-Port: Collision Detection

O Arbitration mechanisms:
B Interrupts (software + hardware interrupt)

B Hardware signal (/BUSY) > Only in CPUs with Asynchronous
Buses!!

B Semaphores (software)
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4.4. DP: Interrupt arbitration

[0 Use two last positions memory:
B L CPU write in last (Odd) and interrupt to R CPU.
B R CPU write in penultimate (Even) and interrupt to L CPU.

L 5IDE WRITE

INTERRUPT
TO R SIDE

ADDRESS
= 3FF

L SIDE
ADDRESS |

ADDRESS
= 3FE

R S5IDE READ

1K

ADDRESS
= 3FF

L SIDE READ

i R SIDE
ADDRESS

ADDRESS
= 3FE

INTERRUPT
TO L SIDE

R 5IDE WRITE
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ye

ADDRESS (L)

4.4. DP: Busy Signal arbitration

-

ADDRESS (R)

[

ADDRESS
EQUAL
COMPARATOR

J

, L

COMPARATOR

ADDRESS
EQUAL

WRITE INHIBIT (L}

1

; WRITE INHIBIT (E)

Insert automatic wait cycles in read/write access (ex. MC68000)
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4.4. DP: Semaphore Arbitration

/ DATA \ ; -/I DATA \
CPU I/0 e CPU
OR OR

4e DUAL/PORT | /O

ADDRESS ADDRESS
DEVICE / RAM DEVICE

"L'Il MEMORY "RH
- CELLS -

SEM SEM ‘

SEMAPHORE SEMAPHORE
SELECT SELECT
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4.4. DP: Semaphore Arbitration (cell)

L D-LATCH R D-LATCH

L REQUEST—— D D

L WER SEMAPHORE—— R WE SEMAPHORE

SEMAPHORE
ARBITRATION
LATCH

One Semaphore contains two latches, one for each port.
Initially Clear.

Left side requests then right side requests.

Left side reads request granted, right side reads request
denied.

Left side clears, right side request may now be accepted.
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4.4. DP: Semaphore Arbitration

[0 Each semaphore consists of two latches one for
each port.

O Initially both latches are clear. Left Right

O The left CPU sends a request for the semaphore. [CLEAR] [CLEAR
This causes the left latch to set and the right
latch to be held clear.

B At this time, even if the right CPU sends a request the
right latch will remain clear.

B The left CPU now reads the latch and sees the set
condition, which means it has been granted permission
to use the memory block.

During this time the right CPU can continue to send
requests but when it reads its latch it will still see a clear
condition meaning it does not have permission to use the
memory block.

When the left CPU is done it clears the

semaphore allowing the next request by the right
CPU to succeed.

Semaphore
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4.4. DP: IDT manufacturer example

Fastest Speeds

B Sync at 200 MHz

B Async at 10 ns tAA

Multiple Depth/Width Combinations

B Density from 0.5Mb up to 9Mb

B X36, x18, x9 (@2Mb) configurations

B =0.5Mb

0 =1Mb
Common package for W=2M

X36, x18 in BGA =y
JTAG []=9Mb
Selectable 3.3V / 2.5V I/0Os

All other pins are
common footprint
(sync, async, x36, x18)
for 1/0Os, Controls, and
Power/Ground
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4.4. CY7C007/016A (32K/16K x8, x9)

[

— (D
(=

RMWg

| T

L

OFx

[

O ~/Og, ¢

Address

4]
Ap—Aqzal

[4]

Decode

1415
ra

Address
Decode

True Dual-Ported
RAM Armray

*/O0gr—1/O7/r

[4]
Agr—A1314R

14115
LY

[4]

Ag—Aqzrral

I

~

Aor—Ai31ar

Interrupt

CEr

Semaphore

OFg

Arbitration

RiWg

SEMg

‘I'f|

Mis

Bl ———
BUSYx

=

» INTR

[ I T

CY7CO07A (32K x 8)
CY7CO16A (16K X 9)

Left Port

Right Port

Description

TE,

e,

Chip Enable

Read/Write Enable

RAW,
OF,

R,
OF~

Output Enable

AOL_AML

Agr—Aar

Address

VOg—liOg,

VOgr—1/0gg

Data Bus Input/Output (VOp—l/0; for x8 devices and VOg—1/Og for x9)

SEM,

SEMg

Semaphore Enable

T,

T,

Interrupt Flag

BUSY,

BUSYR

Busy Flag

Ws

Master or Slave Select

Vee

Power

GND

Ground

NC

No Connect
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% 4.4. CY7C007/016A (Interrupt Timing)

Right Side Sets INT

twe -

ADDRESSg

( WRITE 7FFE ) >

’\\_/‘HA[M?
X

Left Side Clears INT,

tped 7 —ji

ADDRESSR XXXXXXXXXXXXXX

N

T  —

I
d  READ 7FFE )

/

N

—
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e 4.4. CY7C007/016A (Busy Timing)

Busy Timing Diagram No. 2 (Address Arbitration)*]
Left Address Valid First:

trcortwe —»

ADDRESS | ADDRESS MATCH X ADDRESS MISMATCH ><

ADDRESSR

BUSYR

Right Address Valid First:

le————— trcor tyo ——

ADDRESSR X ADDRESS MATCH X ADDRESS MISMATCH X

— tPS

ADDRESS| 3

BUSY @
Note:

40. If tpg is violated, the busy signal will be asserted on one side or the other, but there is no guarantee to which side BUSY will be asserted.
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e 4.4. CY7C007/016A (Busy Timing)

Busy Timing Diagram No. 1 (& Arbitration][qo]
CE,Valid First:

ADDRESS | g :x( ADDRESS MATCH

CE_
tpg ==

CEg

BUSYR

CEg, ValidFirst:

ADDRESS| g X ADDRESS MATCH

‘-l— tPS -
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a(C 4.4. CY7C007/016A (Semaphore Operation)

Table 3. Semaphore Operation Example

Function

/0O Left

1/0,—VOgRight

Status

T~

No action

1

N

Semaphore free

Left port writes 0 to semaphore

1

Left Port has semaphore token

Right port writes 0 to semaphore

0
0

1

No change. Right side has no write access to semaphore

Left port writes 1 to semaphore

Right port obtains semaphore token

Left port writes 0 to semaphore

No change. Left port has no write access to semaphore

Right port writes 1 to semaphore

Left port obtains semaphore token

Left port writes 1 to semaphore

Semaphore free)

Right port writes 0 to semaphore

—————
Right port has semaphore token

Right port writes 1 to semaphore

Semaphore free

Left port writes 0 to semaphore

Left port has semaphore token

Left port writes 1 to semaphore

Semaphore free

Hotes:
43. If BUSYR =L, then no change.
44, |f BUSY =L, then no change.
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4.4. CY7C007/016A (Semaphore Contention)

Timing Diagram of Semaphore Contentionl?%. 37. 3¢

AoL—AgL

RJ"WL

SEM,

ADrR-A2R

RMR

SEMR

Notes:

35. CE = HIGH for the duration of the above timing (both write and read cycle).

36. 1/Ogr =1Op_=LOW (request semaphore); CEg = CE| = HIGH.

37. Semaphores are reset (available to both ports) at cycle start.

38.  If tgpg is violated, the semaphore will definitely be obtained by one side or the other, but which side will get the semaphore is unprediciable.
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4.4. LPC178x EMC connection to DP (Example I)

Left CPU JCE_L JCE.R JCE_L JCE.R JCE_L JCE.R JCE_L JCE.R

/EINT1 \ /JINT_L/INT_R /SEM_L /SEM_R /SEM_L /SEM_R /SEM_L /SEM_R

/EMC_CSO0
Right CPU

/EMC_CS0
(MW=02)

O EMC_CSO (32 bits Mode Width)

/EINT1

O Interrupt arbitration:
Two last 4N positions of memory 1 !!
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4.4. LPC178x EMC connection to DP (Example II)

Left CPU

/CE_L /CE_R /CE_L /CE_R /CE_L /CE_R /CE_L /CE_R

(/I\E\I;V'ICGS)SI /SEM_L /SEM_R /JSEM_L /SEM_R /SEM_L /SEM_R /SEM_L /SEM_R

/EMC_CSO _
(MW=02) Right CPU

/EMC_CSO0

(MW=02) EMC_CSO (32 bits Mode Width)

W50y EMC_CS1 (8 bits Mode Width)
8 Semaphores (positions) at
0x9000.0000 (Only DO bit is the

semaphore!!l)
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4.5. First-Input-First-Output (FIFO)

O Address pointers are used internally to
keep next write position and next read
position into a dual-port memory.

FULL write ptr —>

EMPTY <— read ptr
RD

DOUT

[0 If pointers equal after write = FULL.:

After write or read operation, _
FULL and EMPTY indicate status write ptr—> <—read ptr
of buffer.

Used by external logic to 0 If pointers equal after read = EMPTY::
control own reading from or

writing to the buffer.
FIFO resets to EMPTY state.

HALF FULL (or other indicator
of partial fullness) is optional.

write ptr— <— read ptr
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e 4.5. FIFO: IDT72xx

CMOS ASYNCHRONOUS FIFO

2,048 x9,4,096 x 9
8,192x 9, 16,384 x 9
e

O

32,768 x 9 and 65,536 x 9

Based in dual-port memory
buffers with internal pointers
that load and empty data on a
basis FIFO resets to EMPTY
state.

The device's 9-bit width
provides a bit for a control or
parity at the user’s option.

Signals control for fully
expandable in both word depth
and width (XI, XO, FL).
Retransmit (RT) capability
that allows the read pointer to
be reset to its initial position
when RT is pulsed LOW.

_ WRITE
W—" cONTROL

R |

READ
CONTROL

DATA INPUTS
(Do-Ds)

HENNEREREN

RAM ARRAY
2,048 x 9
4,096 x 9
8,192 x 9
16,384 x 9
32,768 x 9
65,536 x 9

[ ]

||||||.|||||
THREE-

READ

POINTER

w

| |
STATE e "\(’:
BUFFERS \/".G'

DATA OUTPUTS

(Qo-Q8)

A

o— 4

 J

EXPANSION
LOGIC

2681 drw01
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%  4.5. FIFO: Word Width expansion capacity

Chips Nx9bit

Nx18bit

18
DATAN (D) 7/

WRITE (W) o READ ()

EE) - 7204
FULLFLAG (FF) 7205 > EMPTY FLAG (EF)
7206
RESET (RS) 7207 .

— ~ 7208 RETRANSMIT (RT)

irii

NOTE: 2661 drw15

1. Flag detection is accomplished by monitoring the FF, EF and HF signals on either (any) device used in the width expansion configuration.
Do not connect any output signals together.

,18
/ DATA ouT(Q)
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Chips Nx9bit

3Nx9bit
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4.5. FIFO: Word Depth expansion capacity

COMPOSITE FF

[

R ——

DATA IN
0-8

COMPOSITE EF

Chips 512x9bit

DATA OUT

- 0-8

2048x9bit

Departamento de Electréonica- UAH



Clectronica

eC 4.5. FIFO: Word Depth expansion (Timing)

512th WRITE 1,024th WRITE l 1,536th WRITE z 2,048th WRITE ]
W U M U
w |
L

N4

T

TN-09 drw 02
NOTE:
Read line is assumed to be HIGH in this example

Figure 2. The XO/XI Timing Pulse for 2,048 Writes and Zero Reads
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e 4.5. FIFO: Word Depth expansion (Timing)

512th WRITE 1,024th WRITE Z

512th READ 1,024th READ
R v
B ))
XO (FIFO 1) 1 ) t

) ) 1
. LQ
XOTFFO2) N N

TH-09 drw 03

NOTES:
1. Pulse 1 is created by the 512th write pulse; it is a delayed write pulse.

2. Pulse 2 is created by the 512th read pulse.

3. Pulse 3 from FIFO 2 is created by the 1,024th write pulse.

4. Pulse 4 is created by the 1,024th read pulse.

5. XO (FIFO 3) and XO (FIFO 4) are not shown, but they follow the same pattern.

6. XO (FIFO 4) will be created by the 2,048th write pulse and later by the 2,048th read pulse, thereby transferring pointer control back to FIFO 1.

Figure 3. The XO and Xi PulseTimings
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65‘ 4.4. FIFO interface to 8 bit ADC: High rate data
< adquisition to external memory (example)

L

CONVST

DsSP/
LATCH/ASIC

AD7822

DE7 TO DEO

DBO TO DBT ¢ A/D RESULT

Figure 31. AD7822 Standalone Operation

MW =00 (8bit, Width)

EMC_CSO SENSOR
3 Channel SENSOR

_— (GPIOs)

EMC_OE AD7825/ SENSOR

- AD7829 :

= SENSOR

EMC_[DO...D7] z/a/ %, 9/ EOC SENSOR

- - RD
EINT1 | SENSOR

8/ DBET TO DBO SENSOR

/ !
MATO.1—] CONVST SENSOR

Departamento de Electréonica- UAH



65‘ 4.4. FIFO interface to 16 bit ADC: High rate data
< adquisition to external memory (example)

EMC CSO J\
EMC OFE —1__~ | ‘
X0 ___

EMC_BLSO — R

(8KDb)

EMC_[DO...D7]

EMC_[D8...D15]

EITLG

EMC_BLS1

8/
/

9 -D8..D15

ol

8Kx16bit
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